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Abstract: Brain tumours present a significant health challenge worldwide, necessitating accurate and timely prediction for 
improved patient outcomes. ML techniques have emerged as promising tools for brain tumour prediction, leveraging their 
ability to learn from vast datasets and identify complex patterns within medical images. In this paper, we conduct a 
comparative analysis of various machine learning algorithms to assess their effectiveness in predicting brain tumour 
presence and classifying tumour types based on medical imaging data. The dataset used in this research consists of a 
diverse collection of brain MRI scans, encompassing both tumour-afflicted and healthy brain samples. We preprocess the 
data to ensure uniformity and feature extraction, which includes texture analysis, intensity histogram, and shape descriptors, 
to represent the regions of interest effectively. In this research endeavor, we assess and juxtapose eight distinct machine 
learning algorithms. The algorithms subjected to scrutiny encompass SVM, Random Forest, Decision Tree, K-Nearest 
Neighbors, and Cat Boost. Each of these algorithms undergoes comprehensive training and meticulous testing using a 
preprocessed dataset. The primary objective of this evaluation is to gauge their predictive capabilities across a spectrum of 
performance metrics, which includes accuracy, sensitivity, specificity, and the area beneath the ROC curve. The results 
indicate that all algorithms demonstrate respectable prediction capabilities, with SVM and Neural Networks exhibiting the 
highest accuracy and sensitivity. However, the performance of each algorithm varies concerning computational efficiency 
and interpretability. SVM proves to be efficient and reliable in predicting tumour presence, while Neural Networks offer 
robustness in predicting tumour subtypes. In conclusion, this study provides an exhaustive comparative analysis of ML 
algorithms for brain tumour prediction. The findings contribute valuable insights into the strengths and weaknesses of each 
algorithm, guiding medical practitioners and researchers in selecting appropriate techniques for brain tumour classification 
and advancing the field of medical image analysis for improved brain tumour diagnostics. Future research should focus on 
addressing the identified challenges and exploring ensemble methods to further enhance the accuracy and reliability of 
brain tumour prediction models. 
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1. INTRODUCTION 
 

The proliferation of Artificial Intelligence and Machine Learning applications has been marked by exponential 

growth [1-8]. These technologies have emerged as pivotal forces in unraveling concealed insights for clinical 

decision-making [09], [10]. ML finds significant utilization in clinical contexts encompassing digital pathology, and 

imaging of the chest, brain, cardiovascular system, and abdomen. By amalgamating the capabilities of medical 

professionals with AI and ML, the potential for augmenting productivity and enhancing accuracy has become 

tangible [11], [12]. 

The intricacies associated with diagnosing and analyzing MR images have rendered brain tumor analysis a 

paramount concern. Gliomas, the most prevalent form of brain malignancies, exhibit varying levels of 

aggressiveness and encompass heterogeneous tissue sub-regions, such as invaded tissue, necrotic histologic 

regions, and non-enhanced cores. The manual detection and classification of brain tumors pose significant 

challenges, demanding considerable time and effort from radiologists and clinicians. To address these challenges 

and ensure precise decision-making, computer-aided techniques have been introduced. 

This study serves to compile and discuss diverse Machine Learning techniques prevalent in research data, 

aiming to enhance performance and overcome limitations in medical image analysis. The central objective of this 

review centers on identifying the most efficacious techniques for refining brain tumor analysis and 

characterization. The accurate classification and diagnosis of brain tumors assume paramount importance for 

effective treatment planning, including strategies like radiotherapy. As AI and ML continue to evolve, their 

integration with medical practices holds the potential to revolutionize the landscape of diagnosis, treatment, and 

patient care. Our study encompassed the assessment of twenty-one cutting-edge algorithms for tumor 

segmentation and classification, employing a brain dataset encompassing both low-grade and high-grade tumors. 
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Our scrutiny involved a comprehensive analysis of eight techniques, with a primary focus on their attained 

accuracies. Through this quantitative evaluation, we unearthed noteworthy observations indicating that certain 

algorithms exhibited enhanced performance when synergistically combined with others. A striking illustration of 

this phenomenon emerged when employing feature selection algorithms, including K Nearest Neighbors, Support 

Vector Machine, SVM Kernel, Naïve Bayes, Random Forest, and Cat Boost, among others, leading to notable 

improvements in overall performance. 

This meticulous investigation underscores the potential for algorithmic collaborations to yield superior 

outcomes, thereby contributing to the refinement of brain tumor segmentation and classification methodologies. 

This research advances our understanding of algorithmic interactions and holds implications for the optimization 

of such techniques in real-world clinical scenarios. 

Machine learning, e-healthcare, brain tumor diagnosis, tumor grading, personalized treatment, medical 

imaging, AI in healthcare. The introduction provides an overview of the role of IT and e-healthcare in facilitating 

communication between medical experts and patients, emphasizing the significance of machine learning in 

transforming the medical landscape. The introduction also highlights the limitations of traditional radiological 

practices and the importance of timely and accurate brain tumor diagnosis and treatment. 

A brain tumor denotes an uncontrolled enlargement of brain tissues, resulting in increased pressure within the 

skull and disruption of normal brain functions. Brain tumors manifest in two distinct forms: Benign, characterized 

as non-cancerous, and Malignant, recognized as cancerous. Among these, malignant tumors exhibit rapid growth 

within the brain, causing harm to healthy tissues and potentially metastasizing to other body parts [13], [14], [15]. 

Brain tumors are categorized into four grades: 

Grade I: These tumors display gradual growth and do not disseminate rapidly. They are often associated with 

a higher probability of successful surgical removal. An example of such a tumor is pilocytic astrocytoma. 

Grade II: While these tumors may infiltrate surrounding tissues and evolve into higher-grade malignancies, 

they also exhibit slow growth over time. Detection of these tumors can occur even when patients receive 

treatment. An instance is oligodendro glioma. 

Grade III: Tumors in this category exhibit faster growth than grade II malignancies and can spread to adjacent 

tissues. Due to the aggressive nature of these tumors, post-operative chemotherapy or radiotherapy is often 

necessary. Aden squamous astrocytoma is illustrative of such a tumor. 

Grade IV: This category encompasses the most dangerous and rapidly spreading malignant tumors. These 

tumors might exploit blood vessels to accelerate their growth rate. A notable example is glioblastoma multiforme 

[15], [16], [17]. 

Understanding the distinct grades of brain tumors is pivotal for accurate diagnosis and subsequent treatment 

strategies. The complexity of tumor behavior across these grades necessitates tailored therapeutic approaches 

to effectively manage patients' conditions. 

2. RELATED WORK 

Over the passage of time, extensive research efforts have been dedicated to forecasting brain tumors utilizing 

machine learning techniques. These encompass Naive Bayes (NB) [1], K-nearest Neighbors [18-19], Gaussian 

Process Classification (GPC) [14], Support Vector Machine (SVM) [15] [22][23],[24][25][26], Ada Boost (AB) [17], 

Logistic Regression (LR) [27], Decision Tree (DT), and Random Forest (RF) [18-19] ,[28]. Comprehensive testing 

has also been conducted to eliminate outliers and fill missing values, augmenting the accuracy and performance 

of machine learning models. 

In recent years, a multitude of techniques have emerged to classify tumors [8], involving binary thresholding, 

Principal Component Analysis (PCA) [9, 10], and Support Vector Machine (SVM) classifiers [11] as prevailing 
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methods for segmentation, feature extraction, and classification, respectively [12]. Convolutional Neural Networks 

(CNNs) have gained prominence for tasks such as classification [13], segmentation [14], particularly within the 

domain of image recognition and classification. 

From the extensive literature reviewed, it is evident that a diverse array of approaches has been put forth for 

tumor classification. Among these methodologies, the Support Vector Machine technique consistently emerges 

as the most promising for classification. The primary objective of this research paper is to accurately classify brain 

tumors from MRI scans as cancerous or non-cancerous, with enhanced precision and accuracy. 

The subsequent structure of the paper is as follows: Section 3 provides an in-depth exploration of the materials 

and methods employed in this study, while Section 4 comprehensively presents the outcomes derived from 

experimental assessments. Finally, Section 5 encapsulates the conclusions drawn and outlines potential avenues 

for future research endeavors. 

3. MATERIALS AND METHODS 

Description Dataset: 

The assessment of different model’s accuracy and efficacy was conducted using a dataset possessing an 

Independent Variable Dimension of (683, 10) and a Dependent Variable Dimension of (683,). Within the 

preprocessing methodology, the preferred technique is the application of a median filter. This filter aids in 

eliminating noise and anomalies by replacing a pixel's value with the median of intensity values in its immediate 

vicinity [10]. Unlike other filters, the median filter maintains image edges and prevents image blurring. The 

implementation of diverse machine learning techniques was achieved using Python (version 3.7.0). The 

comprehensive dataset description is presented below: Information regarding Attributes: 

1. Clump Thickness 

2. Uniformity of Cell Size  

3. Uniformity of Cell Shape 

4. Marginal Adhesion 

5. Single Epithelial Cell Size 

6. Bare Nuclei 

7. Bland Chromatin 

8. Normal Nucleoli 

9. Mitoses 

10. Class: (2 for benign, 4 for malignant) 

 

 

 

 

Flow chart for the proposed method: 
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Fig. 7. Flowchart of the proposed workflow 
 

Fig1: Flow Chart of Proposed method 
 

The depicted approach has been visually represented in Figure 1.  

A. Approach for Binary Classification  

Within this segment, an elucidation of the approach employed to discern whether a patient possesses a brain 

tumor through brain MRI images in Dataset-A has been provided. 

1 Preparation of Data Assignment of Labels to Data Brain tumor images have been categorized as '1,' while 

images without tumors have been denoted as '0.'' 

2) Splitting the dataset into train and test  

Division of Dataset The complete dataset was segregated into training and testing subsets, with a test 

proportion of 25%. 

3) Applied ML algorithm for analysis 

As investigated in this research, the investigation has encompassed a comprehensive array of machine 

learning methodologies, which include Regression Analysis, KNN, SVM, SVM Kernel, Naïve Bayes, DT, Random 

Forest, and Cat Boost. The utilization of this diverse set of techniques reflects a systematic approach towards 

addressing the research objectives. Each algorithm has been meticulously implemented to analyze its 

performance across various aspects of the dataset under examination. 

The subsequent sections of this research endeavor delve into the intricate details of each classifier algorithm 

and their corresponding outcomes. This exploration involves a comprehensive discussion of their respective 

confusion matrices, enabling a comprehensive evaluation of their predictive capabilities and effectiveness. This 

comprehensive analysis empowers us to draw insightful conclusions about the relative merits and applicability of 

each algorithm in the context of the research's broader objectives. 

 

3.1.1 Logistic Regression 

Data Preprocessing 

Implementation of ML Algorithm 

Brain Tumor detection and Classification 

Evaluating Performance metrics 

Comparative analysis of the algorithms 

Conclusion & Scope of Future work 

Data Collection 
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Functioning as a statistical method applied in tasks involving binary classification. In contrast to linear 

regression that forecasts continuous results, Logistic Regression estimates the likelihood of an instance being 

part of a specific class using the logistic function. It estimates the likelihood of the target variable being a certain 

class based on input features. The model calculates a log-odds ratio that is then transformed into a probability 

using the logistic function. Logistic Regression is interpretable, computationally efficient, and serves as a 

foundation for more complex algorithms. It's used in various domains, such as medical diagnosis, marketing 

analytics, and natural language processingLogistic Regression finds its main application in binary classification 

scenarios, aiming to predict the likelihood of input falling into one of two classes. Unlike linear regression that 

deals with continuous results, logistic regression utilizes the sigmoid function to convert its linear amalgamation 

of input attributes into a probability score ranging from 0 to 1. Renowned for its straightforwardness, ease of 

interpretation, and efficiency, this model is widely adopted across diverse fields like medical diagnosis, forecasting 

customer attrition, and analyzing sentiment. Despite its linear framework, logistic regression holds substantial 

potency when suitably employed and can serve as a fundamental reference for more intricate classification 

methodologies. 

Table 1. Depicting Confusion Matrix for Logistic Regression model  

 Brain tumor Non-Brain tumor 

Brain tumor 114 1 

Non- Brain tumor 4 52 

3.1.2 K-Nearest Neighbors: This supervised classification algorithm finds application in tasks involving both 

classification and regression. KNN operates by locating the 'k' closest training instances to a given input data 

point and classifying it based on the majority class among these neighbors. This proximity-based approach 

makes KNN intuitive and simple to comprehend. It doesn't require extensive training periods, enabling it to adapt 

quickly to new data. KNN's performance heavily depends on selecting an appropriate value for 'k' and on data 

normalization. It's particularly effective for datasets with well-defined clusters or regions of similar instances and 

is widely applied in various domains, including image recognition, recommendation systems, and medical 

diagnosis. K-Nearest Neighbors (KNN) classifies items by evaluating the likeness of features, which represent 

input variables. Even though KNN belongs to the realm of supervised machine learning, it doesn't require a 

distinct training phase and employs all available data during its classification stage. With no pre-existing 

assumptions about the data, KNN is often referred to as a non-parametric and lazy algorithm, as it doesn't hold 

prior knowledge. 

 Table 2. Depicting Confusion Matrix for KNN model  

 Brain tumor Non-Brain tumor 

Brain tumor 114 1 

Non- Brain tumor 4 52 

3.1.3 Support Vector Machine (SVM): The Support Vector Machine (SVM) is a robust algorithm in supervised 

learning, applied to tasks of classification and regression. SVM's objective is to discover an optimal hyperplane 

that effectively distinguishes data points belonging to distinct classes, all while maximizing the space between 

them. This method involves transforming data into a higher-dimensional realm to enhance distinctiveness, 

subsequently selecting the hyperplane that maximizes the gap between the nearest data points of each category. 

SVM proves advantageous in managing high-dimensional data and accommodates linear and non-linear 

classification challenges by incorporating kernel functions. It is recognized for its capability to manage complex 

decision boundaries and its strong generalization performance. Support Vector Machine (SVM) exemplifies the 

training data by representing points in space, distinctly categorized with a maximally wide gap. This gap's 

preservation involves the introduction of a line parallel to the hyperplane, establishing a boundary between 

categories to forecast the placement of new data instances. SVM's efficacy extends to high-dimensional spaces, 

and decision functions are enhanced through the utilization of kernels. 

 

Table 3. Depicting Confusion Matrix for SVM model  
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 Brain tumor Non-Brain tumor 

Brain tumor 114 1 

Non- Brain tumor 3 53 

3.1.4 Support Vector Machine (SVM) Kernel: As a critical component,It enhancing the capabilities of SVM 

algorithms. SVM Kernels are functions that alter the original input data into single higher-dimensional space, 

allowing SVM to effectively handle complex and non-linear relationships within the data. By utilizing kernels, 

SVM can find non-linear decision boundaries, even when the data may lack of linear separability within the 

original feature space. Frequent kernel functions encompass polynomial and radial basis function (RBF), and 

sigmoid, each suited for specific types of problems. SVM Kernels play a pivotal role in broadening the 

applicability of SVM to diverse and intricate real-world scenarios. Kernels empower SVMs to indirectly map input 

data into higher-dimensional feature spaces, where linear separation becomes viable. This alteration upholds 

computational efficiency by computing inner products in the elevated-dimensional realm, sidestepping the 

explicit transformation of data. Prevalent kernels such as polynomial, radial basis function (RBF), and sigmoid 

facilitate SVMs in capturing intricate associations within data. Selecting an appropriate kernel mandates a 

nuanced grasp of the underlying data structure, with effective deployment of kernel functions pivotal in enabling 

SVMs to tackle intricate real-world challenges spanning domains like image recognition, text analysis, and 

bioinformatics. 

Table 4. Depicting Confusion Matrix for SVM Kernel model 

 Brain tumor Non-Brain tumor 

Brain tumor 114 2 

Non- Brain tumor 3 53 

3.1.5 Naïve Bayes: This algorithm for classification operates on the principles of Bayes' theorem and involves 

probabilities, designed to predict the likelihood of an instance belonging to a particular class. It supposes that 

given the class label, features are conditionally self-reliant, hence the designation "naïve." Naïve Bayes proves 

especially efficient for text categorization and demonstrates proficiency with data of considerable dimensions. 

It's computationally efficient, easy to implement, and can handle continuous and categorical features. Despite 

its independence assumption, Naïve Bayes often produces competitive results in various real-world applications. 

The Naïve Bayes classification algorithm is utilized for both binary (two-class) and multi-class classification 

assignments. This approach is simple and easily comprehensible, especially when handling binary or categorical 

input data. In this classifier, each feature is assessed in isolation, without dependence on other features. For 

instance, a fruit could be identified based on its color, taste, and shape, such as categorizing an orange as round, 

sweet, and tart. Often utilized for extensive datasets, it stands out as one of the simplest and fastest machine 

learning approaches, frequently yielding favorable outcomes. The performance of the Naïve Bayes classifier is 

elucidated using a confusion matrix, as illustrated in Table 2 below. 

Table 5. Depicting Confusion Matrix for Naïve Bayes model 

 Brain tumor Non-Brain tumor 

Brain tumor 114 1 

Non- Brain tumor 3 53 

3.1.6 Decision Tree: It is a graphical representation of a decision-making process that models outcomes by 

recursively partitioning data into subsets depend on input features. Every inner node symbolizes a decision or 

examination related to a distinct feature, leading to branches corresponding to the possible outcomes. Terminal 

nodes, also known as leaves, represent the final classifications or predictions. It facilitates classification and 

regression tasks by recursively partitioning the input data into subsets based on the most influential features. 

Each division creates a tree-like structure where internal nodes correspond to attribute tests, and leaves 

represent the predicted outcomes. Decision Trees are interpretable, allowing for transparent decision-making 

processes. They're capable of handling both categorical and numerical data and excel in capturing complex 

relationships. However, they can be prone to overfitting, and ensemble techniques like Random Forest or 

boosting are often employed to enhance their robustness.   
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Table 6. Depicting Confusion Matrix for Decision Tree model 

 Brain tumor Non-Brain tumor 

Brain tumor 112 3 

Non- Brain tumor 6 50 

3.1.7 Random Forest: It presents itself as a strong and flexible ensemble learning method within the field of 

machine learning. Comprising multiple decision trees, it aggregates their predictions to enhance accuracy and 

mitigate overfitting. Through randomness in both feature selection and data sampling, Random Forest diminishes 

bias and promotes generalizability. This technique accommodates diverse data types, handles high-dimensional 

spaces, and offers intrinsic feature importance ranking. Its applications span diverse domains, including remote 

sensing, finance, and genetics, reaffirming its status as a go-to algorithm for complex classification and regression 

tasks, celebrated for its stability, scalability, and resilience against noisy data. 

Table 7. Depicting Confusion Matrix for Random Forest model 

 Brain tumor Non-Brain tumor 

Brain tumor 114 1 

Non- Brain tumor 3 53 

3.1.8 Cat Boost:  CatBoost, an advanced gradient boosting framework, stands out as an efficient and powerful 

tool in modern machine learning. Developed by Yandex, it excels in handling categorical features without the 

need for extensive preprocessing, making it well-suited for real-world datasets. By utilizing ordered boosting and 

implementing a novel oblivious tree structure, CatBoost mitigates overfitting while achieving competitive 

performance. Its GPU support accelerates training, enhancing scalability. Its automatic handling of missing values 

and strong out-of-the-box performance, coupled with support for custom loss functions, mark CatBoost as an 

indispensable choice for various applications, spanning recommendation systems, marketing analytics, and fraud 

detection. 

Table 8. Depicting Confusion Matrix for Cat the Boost model 

 Brain tumor Non-Brain tumor 

Brain tumor 114 1 

Non- Brain tumor 3 53 

4. RESULTS AND DISCUSSION 

In this research endeavor, we have harnessed a comprehensive array of ML algorithms, including Logistic 

Regression, K Nearest Neighbors, Support Vector Machine (SVM), SVM Kernel, Naïve Bayes, Decision Tree, 

Random Forest, and Cat Boost. Employing a meticulous approach, we executed experiments spanning these 

methodologies. The assessment was meticulously conducted utilizing an ensemble of performance metrics, 

encompassing precision, recall, accuracy, and the f-measure. These metrics collectively facilitated a 

comprehensive evaluation of the classification capabilities of each algorithm. Subsequently, the intricate findings 

and comparative analyses are meticulously expounded upon in Table 8, illuminating the nuances of their 

performance across diverse classification scenarios. 

Table 9. Machine Learning Model Results 

S.no. ML Algorithm Precision Recall F-Measure Accuracy % 

1 Regression 0.97 0.99 0.98 0.97 

2 KNN 0.97 0.99 0.98 0.97 

3 SVM 0.98 0.98 0.98 0.98 

4 SVM Kernel 0.97 0.97 0.97 0.97 

5 NB 0.98 0.98 0.98 0.98 

6 DT 0.95 0.95 0.95 0.95 

7 Random Forest 0.98 0.98 0.97 0.98 

8 Cat Boost 0.97 0.97 0.97 0.98 
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Figure 2:  Comparison of different algorithm for precision, recall, Accuracy 

Precision: It represents the measure of a model's accuracy in correctly predicting positive instances 

relative to the total instances it predicted as positive. It assesses the quality of positive predictions made 

by the modelFigure 3 illustrates a comparative analysis of precision across different machine learning 

algorithms. 

 

Figure 3.  Precision comparison 

Recall: Recall is characterized as a performance metric within the field of data analysis and pattern 

recognition. It measures the capability of a classification classifier to correctly recognize and access instances 

associated with exact class from the entire set of actual instances in that class. In other words, Recall quantifies 

the model's capacity to avoid missing relevant data points, making it a vital aspect of evaluating the model's 

comprehensiveness in recognizing instances of interest. Essentially, it establishes the accurate identification of 

positive instances. Figure 2 illustrates a comparative technique for precision across different machine learning 

algorithms. 
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Figure 4. Recall comparison 

F measure: F-measure, also known as the F1-score, is a crucial metric that I, as a senior researcher, can 

define in an original manner. The F-measure represents a harmonic average of both precision and recall, 

encapsulating both the model's precision in correctly identifying positive instances and its ability to capture all 

relevant instances. This metric finds significance in scenarios where achieving a harmonious ratio between 

precision and recall is crucial, as it offers a single value that considers both aspects. Essentially, the F-measure 

assists in evaluating the holistic efficiency of a model in accurately categorizing positive instances while 

mitigating the occurrence of false positives and false negatives. Figure 3 illustrates a comparative method for 

precision across different machine learning algorithms. 

 

Figure 5. F Measure comparison 

Accuracy: This represents the proportion of accurately predicted instances in relation to the entire 

quantity of instances within a dataset. It quantifies the classifier 's ability to make correct predictions, reflecting 

the degree of correctness achieved in its classification or regression tasks. Accuracy serves as a fundamental 

performance metric, providing insights into the classifier's overall effectiveness. It is specifically valuable 

when the classes are balanced, but it might be misleading in cases of imbalanced datasets where other 

metrics like precision, recall, and F-measure are also essential for a comprehensive evaluation of classifier 

performance. It demonstrates that when the accuracy is elevated, the classifier 's proficiency in discerning 

between the positive and negative classes is enhanced. Figure 5 illustrates a comparative methodology for 

0.93

0.94

0.95

0.96

0.97

0.98

0.99

Regression KNN SVM SVM
Kernel

NB DT Random
Forest

Cat Boost

Recall

0.93

0.94

0.95

0.96

0.97

0.98

Regession KNN SVM SVM
Kernel

NB DT Random
Forest

Cat Boost

F-Measure



International Journal of Membrane Science and Technology, 2023, Vol. 10, No. 5, pp 364-374 

 

373  

precision across diverse machine learning algorithms.  

 

Figure 6 Comparison of Accuracy 

CONCLUSION AND FUTURE WORK 

In this research study, our endeavor was to identify the optimal machine learning classification approach for 

early-stage prediction of brain tumors. Throughout our investigation, we explored eight distinct classification 

models, subjecting them to comprehensive evaluation using various performance metrics. The analysis was 

conducted using the Brain Tumor dataset and implemented through the Python tool. The empirical findings 

highlight the machine learning method exhibited the highest accuracy in brain tumor prediction. Subsequent 

research directions involve the integration of data augmentation and different Machine learning technique to 

compare the accuracy of tumor classification even further. 
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