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Abstracts: This paper aims to investigate the existence of artificial intelligence (AI) and its employment has been 
around for decades, and while it has optimized and advanced various domains of human labour, its developing 
capabilities have gradually extended into sectors that involve human behaviour and cognition. Naturally, its rapid 
integration into fields that require unique human behavior, such as creative writing in educational settings, critical 
thinking, empathetic communication in therapeutic contexts, and many more, has raised ethical issues and concerns 
from many different aspects throughout the years. In this paper, the ethical implications of AI across various domains 
and its consequences on societal values, privacy considerations, and human rights are thoroughly examined. 
Moreover, it highlights the need for robust guidelines, criticizing current frameworks for their lack of enforceability. 
Examining real-world cases, like IBM Watson's errors and Tesla's autopilot incidents, the paper stresses the urgency 
for practical and enforceable solutions. A systematic literature review methodology was applied to identify, evaluate, 
and synthesize existing literature on AI ethics, encompassing aspects like education, healthcare, and social 
interaction. The findings show the urgent need for robust ethical frameworks that prioritize societal values, privacy, and 
human rights. 
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1. INTRODUCTION  

In recent years, Artificial Intelligence (AI) has transformed from a valuable asset, enhancing human 
productivity across various sectors, into a technology weighted with potential threats. Its rapid evolution, which 
was once promising, now raises ethical concerns that infiltrate every domain of human interaction – healthcare, 
social media, finance, and transportation alike. Despite its potential, ethical considerations are very often 
relegated to an afterthought in technological innovation, rather than being an integral part of the design process. 
This shift has alarmed tech industry leaders; figures like Elon Musk recently signed an open letter urging the 
suspension of major AI experiments for six months, claiming that the current rapid advancement of AI systems is 
happening with no thought or guarantee of the positivity of their impacts or the safety of their applications, and 
noting their potential risks to humanity [1]. This paper explores the profound ethical issues raised by the quick 
development of AI. It analyses current approaches and, in a critical manner, draws attention to their shortcomings. 
The significant gap between current ethical practices and their enforceability is central to the discussion. The 
ethical ramifications of AI across different domains can be distilled into three primary dimensions as seen in 
Figure 1: societal values, privacy considerations, and implications for human rights. The figure displays an 
overview of some of the core components that fall under each dimension. Such categorizations stem from in-
depth discussions, real-world observations, and scholarly works reflecting some of the most prevalent ethical 
concerns. The impact of AI on societal values can be analyzed by considering responsibility, accountability, 
transparency, addressing biases, and ensuring fairness. As for privacy, AI’s impact on it can be viewed through 
the lens of consent, transparency, and the degree as to which private data is collected and accessed. Lastly, AI’s 
impact on human rights can be considered from the perspective of various human rights including the right to 
privacy, non-discrimination, equitable access, etc. While ethical values may vary by region, certain moral 
principles remain consistent across societies and cultures. This paper critically examines existing ethical solutions 
to the issues arising from AI implementation, the inadequacy of current solutions and emphasizes the lack of 
enforceability in addressing these concerns. The primary objective of this paper is to shed light on the existing 
gaps and propose solutions that not only bridge these gaps but also pave the way for enforceable ethical 
practices in AI technology. By exploring the shortcomings of current approaches and proposing practical 
solutions, the paper aims to advocate for a more rigorous and accountable framework within companies and 
businesses, fostering a future where ethics in AI is taken with the seriousness it deserves. The paper is structured 
as follows. The existing literature on ethical solutions in AI is discussed in section 2. In section 3, a critical analysis 
of the pros and cons of these existing solutions is discussed. After which the methodology and results are 
presented in sections 4, 5, and 6. 
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Figure 1. Overview of Ethical Issues in AI. 

2. LITERATURE REVIEW 

Multiple strategies have been proposed to ensure ethics in AI, both theoretical and technical dimensions. In 

this section, the literature on such approaches will be delved into and explored to highlight their significance in 

influencing the ethical climate of artificial intelligence and creating a more accountable and responsible AI 

ecosystem. These approaches serve as guiding principles for addressing AI's complex challenges. 

2.1. Governmental And Organizational Initiatives 

A prevalent approach for fostering ethical AI is the creation of guidelines and frameworks. Many governments, 

including the U.A.E., the EU, some states in the U.S., several countries in Asia (such as South Korea and 

Singapore), Canada, and more, have taken the initiative to introduce guidelines or proposals for regulations on 

ethical AI [2, 3, 4, 5, 6]. In addition, prominent tech companies like IBM, Microsoft, and Google have also 

published their guidelines for ethical AI [7, 8, 9]. Common principles found across all those guidelines and 

frameworks introduced by governments and organizations are transparency and trust, accountability, privacy, 

fairness, and the creation of environmentally friendly AI. The present ethical guidelines and frameworks formed by 

organizations, governments, institutions, and economic powers are numerous and will not be discussed in detail 

in this paper. 

2.2. Multidimensional Governance in AI 

In [10], a multidimensional governance system is proposed. The authors discuss two theories in the selection 

of AI governance, namely “opposition theory” and “system theory”. The former focuses on issues that arise 

between AI technology and human rights and emphasizes the need to build regulations, 

standards, and penalties to protect the rights and welfare of users by focusing on transparency, privacy, 

fairness, etc. The latter, on the other hand, is a broader, more holistic theory that involves other social aspects of 

AI interactions, including education, human interaction, training, infrastructure, etc., and aims to change various 

components of the sociotechnical system to find systemic solutions. An important distinction is that the opposition 

theory seeks to protect the users’ interests, rights, and welfare while also studying the potential harms AI systems 

can have on individuals and society. The system theory, however, takes into consideration the interests of 

organizations and governments in addition to those of users. 

The multidimensional system the authors propose is based upon the system theory and involves practices like 

education reform, ethics and codes of conduction formulation, technical support, legal regulation, and international 

cooperation. A significant point brought up by the authors under educational reform is that, in addition to training 

and educating people about AI, there is a need to take measures to create a system where workers can continue 

to learn and upgrade their skills throughout their careers to adapt to changes brought about by AI and prevent the 

loss of their jobs. In addition, a national ethics committee is projected for the creation of AI-specific ethical codes, 

the assessment of new ethical risks that may arise with new AI ventures, and the endorsement of industry best 

practices. The paper also encourages companies in different fields to create and publish their own ethical AI 
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standards in an effort to increase participation in the formation of international standards. In terms of legal 

regulation, this paper advocates the development of digital human rights within legal frameworks, emphasizes the 

need for clear responsibility allocation (i.e., identify who is responsible for what in the context of AI), and notes the 

importance of combining legal regulations with technical measures to ensure responsible AI. It calls for the 

effective implementation of existing laws related to personal information protection and data security and the 

creation of new legislation, specifically for autonomous driving. Regulation is also discussed regarding AI 

algorithms, as the need for measures like ethical AI assessments, algorithm verification and reviews, as well as 

dataset quality checks. 

In other work [11], the authors address the issues of unfairness, bias, and inaccuracy in AI systems, 

particularly in education systems, where the solutions suggested coming from the programmers of the system, 

teachers, and users. The paper emphasizes the need for regulation in the design stage of AI systems by 

programmers, also stating that programmers should put people’s well-being and human rights first during robotic 

designs. In addition, the need for frequent training courses for programmers of AI systems in the ethics of AI to 

guarantee the absence of bias, prejudice, or illegitimacy in AI algorithms is highlighted in the paper. Such courses 

are also necessary for the teachers who teach students AI materials. Moreover, the paper addresses the 

significance of including ethical AI courses in universities and schools for students of both computer-related 

majors and non-computer-related majors. This is a crucial task in ensuring the cultivation of a moral, righteous 

environment in the field of AI, regardless of which industry it is used in. However, the authors do note that those 

with computer-related majors should have stricter, more detailed, and more major courses for ethics in AI than 

others due to their more probable future direct engagement with such systems. 

Two innovative solutions have been put forward to address issues related to fairness and bias in AI 

applications. A method designed to mitigate gender bias in word embeddings (often employed in natural language 

processing) is proposed by [12], where it is ensured that AI language models don't perpetuate stereotypes or 

biases related to gender, promoting more equitable language understanding and generation. For example, it can 

help AI systems avoid associating certain professions or roles with specific genders. In [13], a solution based on 

social welfare functions, which are utilized to implement fairness in AI systems' reward mechanisms. This 

approach aims to tackle the fairness of resource allocation, a crucial aspect of AI, within the framework of deep 

reinforcement learning (It combines the tasks of approximating functions and optimizing targets by linking states 

and actions to the rewards they result in [14]). For instance, it can be applied to scenarios where AI systems 

allocate resources, such as medical treatment, based on various criteria. The goal is to ensure that resource 

allocation is done fairly and without discrimination, considering the needs and rights of all individuals. 

Nevertheless, the use of deep reinforcement learning is opposed in [15] where the authors state that it poses the 

concern that a malicious agent could find multiple ways to evade ethical constraints set by manipulating the 

reward system, therefore compromising the safety of the algorithmic process. One such method is reward 

hacking, where the AI system exploits weaknesses in how rewards are determined to gain more rewards than 

originally intended. For instance, if a robot is trained to pick up red apples and a reward system where the robot 

receives a point each time it successfully picks up a red apple is set up, the robot can start picking up red apples 

and then immediately drop them and pick them up again repeatedly to earn more points without performing the 

task. The authors also propose solutions to ethical problems in AI, including the integration of ethical principles 

throughout the entire engineering process, as well as the need for interdisciplinary collaboration when it comes to 

researching AI governance and designing AI systems. The former begins with the requirement analysis phase, 

where AI tasks are meticulously defined, and ethical guidelines are tailored to specific applications. During data 

collection and preparation, engineers ensure data quality by eliminating flawed samples and minimizing biases, 

resulting in a well-balanced dataset. Subsequently, in the model design and training phase, the focus remains on 

adhering to ethical criteria, after which the initial model undergoes rigorous testing against ethical benchmarks like 

fairness, robustness, transparency, and task performance. Any failures mean a re-evaluation of the model, data, 

and training must be done. However, a successful model proceeds to integration with other software components 

and deployment within the intelligent system. Finally, continuous runtime monitoring takes place to ensure ethical 

compliance and any ethical violations must be met with further enhancements of the model.  

The issue with multidimensional approaches and educational reforms is that resistance or lack of cooperation 

from industries and organizations may be encountered. Implementing systemic changes across diverse sectors 



International Journal of Membrane Science and Technology, 2023, Vol. 10, No. 3, pp 3034-3046 

3037 

can be logistically challenging and may face opposition from stakeholders with conflicting interests. Moreover, in 

terms of educational reforms, curriculum constraints must be made more flexible and continuously updated. 

2.3. Technical Approaches & Tools 

In a more technical approach, the IMDA (Infocom Media Development Authority) in Singapore created a 

software toolset and testing framework for the purpose of AI governance called AI Verify [16]. The framework is 

made up of 11 AI ethical principles (including transparency, explainability, safety, fairness, accountability, human 

oversight, and more) that are congruent with globally recognized AI frameworks, including those from the EU, 

OECD, and Singapore's Model AI Governance Framework, and on which jurisdictions from across the world 

agree. Furthermore, IMDA established a non-profit foundation to act as an open-source platform for communities 

to share ideas and work on the government and testing of AI systems. Similarly, another toolkit [17] called AI 

Explainability 360 supports transparency and explainability by offering eight advanced explainability techniques 

and two evaluation metrics, making it a comprehensive resource for those who want to understand how AI models 

arrive at their decisions. The taxonomy offered is especially helpful in guiding users through the landscape of 

explanation techniques, including those from the toolkit as well as those from the larger area of explainability 

research. To make it user-friendly, the toolkit is built on a flexible software architecture that categorizes these 

methods based on their relevance within the AI model development process. It's a valuable tool for data scientists 

and others looking to enhance the transparency and interpretability of AI models. Overall, the challenge with such 

tools is that may miss distinct real-world ethical challenges and rely on varied user understanding, impacting their 

effectiveness. 

Additionally, in a recent article by [18], a software capable of assessing AI system’s acquisition of knowledge 

from a company’s database and determining if there are any potential vulnerabilities in software code that can be 

exploited by an AI system. Knowing what AI systems know through this software provides reliability and 

transparency, helps in enumerating knowledge gaps in an AI system, and offers suggestions for development. It 

also improves privacy and security as the software can detect if an AI system is using or accessing sensitive 

information. However, this approach can simultaneously be risky in revealing sensitive data due to detailed 

information access and should therefore be used with robust privacy controls. 

In other work [19], a few approaches to solve ethical issues in AI. One of them is the minimization of negative 

side effects during machine operation. By incorporating advanced predictive algorithms and real-time monitoring, 

the proposed approach aims to detect potential negative outcomes before they occur. For instance, if a robot aims 

to move from point A to point B, this stance allows it to adjust its actions or path in real time to avoid negative or 

unintended consequences like damage to valuable objects, even when pursuing its objectives. Reward hacking, 

where optimization techniques find unanticipated ways to optimize a fitness function (i.e., evaluation function) that 

doesn’t match the intended goal or objective, is another issue noted. A fitness function is a computational formula 

that measures the quality or performance of an action taken in machine learning terms, assisting algorithms to 

find the best solutions based on certain criteria [20]. The solution proposed is a multipronged approach where the 

robot is encouraged to mimic expert behavior, collaborate with humans to fulfil their objectives, and train the 

machine learning (ML) model via reward modelling techniques (providing the model with reward signals based on 

human preferences [21]) to ensure that it operates in alignment with human preferences. Another strategy 

proposed in the paper is “safe exploration”, where new solutions are navigated while ensuring that harmful actions 

are avoided through specifying clear, definite objectives. For instance, in the case of a moving robot, the agent 

may undergo fitness penalties for breaking something while moving from point A to point B but learns, through 

training, to avoid such actions. In that way, the AI agent builds an ideal strategy to stop harmful acts after learning 

the dynamics of its goals. Lastly, the paper highlights the need to enhance AI systems robustness through 

strategies that can skillfully manage deviations from their training data in terms of encountering unexpected 

scenarios. It emphasizes the significance of developing new benchmark tasks to assess and enhance the 

resilience of AI systems in real-world contexts and advises utilizing exploration networks to gather insights. The 

paper's proposed solutions play a pivotal role in mitigating ethical concerns in the field of AI. By encouraging safe 

exploration, AI systems are less likely to engage in harmful or unintended actions, aligning their behavior with 

ethical standards. Additionally, reward modelling techniques ensure that AI models adhere to human preferences, 

promoting ethical decision-making. Robustness enhancements allow AI systems to navigate unexpected 
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scenarios responsibly, reducing the risk of unethical actions. These solutions collectively contribute to the 

development of more ethical AI systems, making their applications more trustworthy and reliable. A potential 

challenge with such advanced solutions is the need for high costs and skilled workforce, which may hinder smaller 

organizations and developing countries. 

In summary, in synthesizing these diverse efforts, key common threads emerge, highlighting the human-

centric focus of ethical AI initiatives. Across many fields and global contexts, an emphasis on transparency, 

fairness, and accountability prevails. Moreover, literature consistently advocates for interdisciplinary collaboration, 

recognizing the complexity of ethical challenges. In addition, continuous learning and adaptation stand out as 

essential themes, emphasizing the need for ongoing education and awareness. The key to tackling the complex 

ethical field of AI is to use an integrated, holistic approach that incorporates technological, social, and cultural 

factors. These links work together to shed light on a responsible AI development path that cuts beyond corporate 

and regional borders. 

3. METHODOLOGY 

Researches in AI ethics sector start from reflections on how ethical guidelines can be implemented in decision 

routines of autonomous systems over meta-studies about AI ethics or the empirical analysis on how trolley issues 

are solved to reflections on certain challenges and comprehensive AI guidelines [15].  This thesis focuses on the 

latter issue.  The ethics guidelines list touched on this paper therefore includes compilations that cover the path of 

artificial intelligence ethics as comprehensively as possible.  This paper doesn’t aim at a full analysis of every 

available soft-law or non-legal norm document on AI, algorithm, robot, or data ethics, but rather a partial 

systematic overview of issues and normative stances in the field, showing how AI ethics details relate to a larger 

image.  

To respond to alarming questions on “what to do to embrace ethnicity in AI systems”, the author of this 

research applied a systematic literature review methodology to carry out the research. This is a rigorous and 

comprehensive research method used in academia and various fields to identify, evaluate, and synthesize 

existing literature on a specific topic or research question [20]. It aims to provide an unbiased, structured, and 

evidence-based summary of the current state of knowledge in a particular area. The author applied PRISMA rules 

to implement the technique of planning and realizing this research. Thereafter, a protocol regarding the review 

was conducted and registered. In this methodology, we followed the right scheme of processes (PRISMA rules) 

like literature search strategy, eligibility technique, the selection procedure, quality assessment and data synthesis 

as elaborated below. Three critics were involved in the study process. First and second independent critics 

performed the selection of the PRISMA and screening tasks in parallel. This reduced the chances of bias in both 

selection and reporting. The other critic validated the research process. 

a) LITERATURE SEARCH STRATEGY 

The following five databases’ samples were presented for literature research: PubMed, Association for 

Computing Machinery (ACM), Institute of Electrical and Electronics Engineers (IEEE) Xplore, Nature-SCI and the 

AI ethics Guidelines Global Inventory. ACM, PubMed, and Nature-SCI are academic databases while on the other 

hand AI Ethics Guidelines Global Inventory is a searchable inventory of published framework that notes ethical 

issues of AI. Documents addressing the following aspects were selected: Education, Ethics and guidelines, and 

artificial intelligence. This literature search was done through an automatic search in each search engine listed, 

using the key terms and synonyms. After doing the review, it is defined that the period of search as from 2013- 

2023. 
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Table 1. Keywords and synonyms 

 

b) ELIGIBILITY CRITERIA 

The eligibility criteria are specified as inclusion and exclusion criteria [20], as displayed in table 2. Inclusion 
and exclusion criteria defined the characteristics that prospective subjects must have if they are to be included in 
the study. Inclusion criteria embraced subjects in which their defined characteristics match the intended course, 
while exclusion criteria embraced subjects in which their characteristics did not. The author stipulated that the 
selected documents had to be aligned this way to fit this study.   

c) SELECTION PROCESS 

The selection of documents was based on the following steps:  

a) Preliminary collection of studies from the database search; here, two independent arbiters applied the 
search strings to the five selected databases. The arbiters keenly followed the exact period of range that is 
between 2013 to 2023 and then determine whether the chat was in English form.  

b) The next step was screening of titles and abstracts following the eligibility criteria as shown in table 2.  The 
repeating documents were removed. All documents were organized in table with the following columns of 
reference: Strategies, issues, and healthcare application part. The above issues were synthesized in a list 
after comparing them. The number of documents referencing every issue was noted.  

c) In the third phase, screening of full texts was done regarding inclusion and exclusion criteria.  In this phase, 
a consensus was reached after discussing the reasons for several differences that happened.  

 

D) QUALITY ASSESSMENT 

In this phase, quality assessment questions were derived according to the quality assessment checklist of 

Kitchen ham and Charters to measure and execute the quality of the picked basic documents and do away with 

bias. Every picked primary study was matched with a quality question as described below. Documents addressing 

quality assessment questions were assigned a full mark while the documents that partially addressed the question 
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were assigned a half mark. 

Table 3: Quality assessment questions.  

 

E) DATA SYNTHESIS 

The worldwide landscape of AI ethics guidelines provided by a scholar group (Jobins group) displays 11 
aspects based on a scoping review of ethical instructions related to AI solutions applied to general domain. The 
jobs’ group findings are used in this paper.  In this case, the author applied the 11 issues, in conjunction with the 
ethics instances of trustworthy AI provided by the commission from Europe, as a starting point to group the issues 
identified in this research in the healthcare sector. In this research, the author’s goal was to highlight ethical 
healthcare issues, which may have brought differences due to the differing scope of the recent literature review 
and its effects.  Based on the work by Jobins group, reviewers conducted the thematic code-mapping process. 
For this scenario, Jobins ethical principles were applied, and the codes highlighted in the existing AI guidelines as 
the basics and added one code “control” derived from EGTAI. The process of code mapping entailed two 
iterations of themes. Those themes were ethical issues and related codes. The author used abductive 
methodology that entailed inductive and deductive techniques, during the code mapping process. The author first 
applied deductive technique. This technique was aimed at deducting documents selected based on Jobin’s idea. 
The author concluded that ethical issues in the healthcare department have their own focus, which differs from 
Jobin’s work.  Due to the difference highlighted, the author also applied an inductive technique in this case with 
the aim of identifying new ethical instances. The ethical issues realized were different from Jobin’s case.  

RESULTS   

● AI, initially seen as a productivity enhancer, is now raising serious ethical concerns in various domains, 
including healthcare, social media, finance, and transportation. 

● Ethical and moral considerations have often been overlooked in AI design, leading to unintended 
consequences. 

● Prominent figures in the tech industry, such as Elon Musk, have called for the suspension of major AI 
experiments due to the rapid advancement of AI systems without sufficient consideration of their impacts. 

● Ethical ramifications of AI can be categorized into three primary dimensions: societal values, privacy 
considerations, and implications for human rights. 

4. DISCUSSION 

In this section, the challenges surrounding ethical guidelines and frameworks in AI systems are discussed. 
Despite their existence, the lack of enforceability and indifference in certain sectors hinder their effectiveness. The 
gap between awareness and implementation is explored, emphasizing the need for enforceable regulations to 
address ethical breaches. 

A. Non-technical Approaches 
One of the major problems with the approaches present on solving or minimizing ethical issues in AI is the 

focus on creating guidelines and frameworks. The problem with these guidelines and frameworks lies in the 
implementation of these principles. These frameworks and guidelines, despite their creation, lack enforceability. 
While some organizations may choose to comply with them wholly and completely, others may choose partial 
adherence or even disregard them entirely. In other words, when companies release these guidelines in response 
to public concerns about AI ethics, it can be likened to adults placating a curious child with a brief diversion in the 
form of candy. These guidelines, while existing, allow organizations to operate AI without enduring legal scrutiny. 
This is described by [22] as “toothless principles”, where businesses carry out front-page work on ethical 
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frameworks without worrying that it will fundamentally change the features of their products, the structure of their 
organizations, or their quarterly profits.  

Another core problem which contributes to the futility and ineffectiveness of these guidelines is the indifference 
of certain members of society towards ethics. This indifference is evident in the academic field of information 
technology majors like computer science, software engineering, computer engineering, etc., which are notorious 
for being filled with sexist, misogynist, and ethically lacking males. These students, who eventually enter the 
industry, bring their non-ethical beliefs and behaviors to the professional field. Endless publicized cases and 
stories of sexist and racist comments and/or actions made and taken by employees at esteemed, major tech 
companies prove the ethically toxic culture present in the tech industry [23, 24, 25, 26, 27]. As a result, when AI 
systems are developed by engineers from within the technology industry, it is unsurprising that these systems 
may not consistently adhere to established ethical standards. As highlighted in [22], Universities and colleges 
hyper-fixate on teaching the technical aspects of majors like software engineering, computer science, 
cybersecurity, etc. and others that can be used to create AI systems but forget to teach and raise awareness of 
the necessary ethics that go together with technological implementations (i.e., educational reform). 

Unfortunately, the rapid progress of AI technology is occurring at a much faster pace than the establishment of 
thorough and strict ethical guidelines and understanding, resulting in a significant gap between the potential risks 
and benefits posed by these innovations. Having said that, it is imperative to emphasize that this observation does 
not diminish the significance of these guidelines and frameworks. They represent a commendable step in 
acknowledging that organizations and their teams are at least aware of the ethical concerns surrounding AI 
usage. While this marks a crucial starting point for the discourse, it remains very far from sufficient in addressing 
the core issue at hand, namely, the absence of enforceable regulations, legislation, and punitive measures related 
to ethical breaches by AI systems and their creators. 

In the next section, AI ethics strategies that provide proactive risk management and adaptability but also 
present complexities, including intricate technical solutions, potential vulnerabilities, and resource intensiveness, 
are discussed. It highlights the need for a balance between technical advancements and ethical regulations. 

B. Technical Approaches 

While technical approaches present promising avenues for addressing ethical challenges in AI, they bring both 
advantages and complexities to the table. The strategy of minimizing negative side effects by employing 
advanced predictive algorithms and real-time monitoring offers proactive risk management, enabling AI systems 
to adapt and avoid unintended consequences. This adaptability is particularly crucial in fast-paced industries 
where AI operates. However, there is a growing concern about the potential exploitation of these systems, such 
as the occurrence of reward hacking, where optimization techniques can manipulate reward mechanisms, posing 
a safety risk that needs careful consideration. Moreover, the complexity of implementing technical measures may 
present scalability challenges, as not all AI applications or industries may readily accommodate these 
approaches, and customization may be needed to fit specific use cases. Additionally, solutions like safe 
exploration help in building ideal strategies but require a proper balance between exploration and responsible 
behavior to avoid harm, making their implementation intricate. Furthermore, the emphasis on enhancing AI 
robustness by navigating unexpected scenarios underscores the need for benchmark tasks and exploration 
networks, yet implementation may demand considerable resources in terms of computing power and data 
requirements. 

To create a thorough AI ethics framework, these technical solutions should ideally complement strong, 
enforceable guidelines and regulations, as highlighted in the non-technical approaches section. Moreover, 
collaboration between AI developers, ethicists, and regulatory bodies to create standardized, adaptable technical 
solutions accessible to organizations of all sizes should be encouraged. In summary, the following points describe 
some of the main challenges with the technical solution posed: 

A. Complexity of Technical Solutions:  

Some technical approaches can be highly intricate, making implementation challenging, especially for smaller 
organizations or teams with limited resources. This complexity may lead to slower adoption rates and potential 
disparities in AI ethics practices. 

B. Potential for Manipulation:  

The use of deep reinforcement learning, while promising, can introduce vulnerabilities. The concern of 
malicious agents exploiting reward systems to evade ethical constraints poses a risk to algorithmic safety and 
reliability, highlighting the need for robust defenses against such manipulation. 

C. Resource Intensiveness:  
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Implementing technical solutions like real-time monitoring, fairness algorithms, and AI explainability can be 
resource-intensive in terms of computational power and data requirements. This could limit their accessibility to 
organizations with limited resources. 

5. COMPARATIVE ANALYSIS 

The challenges posed by AI ethics are not confined to a single domain but permeate various sectors. In the 
field of healthcare, for example, IBM Watson's supercomputer, designed to assist medical professionals, once 
provided incorrect cancer treatment recommendations, raising questions about accountability [28]. Clinicians have 
a regulatorily enforced professional requirement to be able to account for their actions, whereas technologists do 
not; instead, ethical codes of practice are employed in this sector. This issue extends beyond healthcare and is 
strikingly evident in the transportation sector, as exemplified by Tesla’s autopilot incidents. In cases where drivers 
in fatal accidents involving Tesla’s autopilot software aren’t charged guilty [29], questions surrounding 
accountability become pronounced, emphasizing the need for a proper examination and new legal frameworks for 
such situations. Moreover, the overreliance on AI has sparked ethical concerns across various industries, 
including healthcare and finance. A substantial 90% of organizations’ executives have voiced their apprehensions, 
highlighting the critical ethical issues emerging due to the increasing reliance on AI systems [30].  

Another concern across many domains is digital emotion deception, which involves AI simulating human 
emotions (like in chatbots providing scripted responses). This can pose serious risks, especially in healthcare, 
undermining values like social interaction and mental health. From companion robots for children and the elderly 
[31, 32] to Alexa emulating real people’s voices [33], the gradual removal of actual human beings from tasks that 
require human empathy and companionship and the overreliance on such AI systems by vulnerable users can 
bring about false expectations, disappointment, social isolation, and dehumanization, negatively impacting their 
well-being. Ethical constraints and human involvement in designing and testing such systems are crucial to 
ensure safety. For example, in mental health, nurses should evaluate AI systems [34]. Similarly, the same 
principle of a “person-centered approach” instead of a “person-like solution” [34] should be applied to other fields 
as well. It is important to note that chatbots themselves are not problematic; it's their application in certain fields, 
like therapy and education, that raises health and academic integrity concerns [35] respectively, affecting social 
abilities.  

Bias and unfairness represent another significant challenge in AI systems across various domains. These 
issues often stem from historical data reflecting societal prejudices, forming the basis of AI algorithms [36]. For 
instance, facial recognition systems predominantly trained on one racial or ethnic group may inaccurately identify 
individuals from other groups, further amplifying biases [37]. Bias can also originate in algorithm design and 
development, unintentionally favoring certain features or encoding societal prejudices [36]. In domains such as 
lending, hiring, and healthcare, AI models may perpetuate discrimination against demographic groups, resulting in 
inequities. Notable examples include COMPAS disproportionately labeling Black defendants as high risk, 
exacerbating sentencing disparities [38], and healthcare algorithms exhibiting reduced accuracy for Black 
patients, potentially causing delayed diagnoses [36]. Gender bias is another concern, affecting various fields. In 
cardiovascular disease diagnostics, gender differences necessitate AI adjustments [39]. Overreliance on 
predominantly gender-biased training data can lead to inaccurate risk assessments, particularly for women. 
Additionally, AI bias has manifested in employment, exemplified by Amazon's automated hiring system, which 
favored male candidates and penalized terms associated with women due to biased training data [40]. 

6. IMPACT ASSESSMENT 

a. Privacy Considerations 

The field of AI-driven solutions has brought forth intricate challenges regarding privacy, including aspects such 
as illegal data collection, facial recognition, Voice Assistants (VA), and other concerns, all of which necessitate 
thorough examination of such systems. 

Privacy in the context of AI refers to the protection of individuals' personal information, ensuring that their 
sensitive information is not inappropriately accessed, used, or disclosed without their consent [41]. The traditional 
approaches to privacy protection may not be able to properly address the complexities posed by data analytics, 
which often involves processing vast datasets to identify patterns, trends, and correlations among them. 
Moreover, the growth of data sharing practices, whether voluntary or involuntary, raises concerns about user 
consent, data ownership, and the possibility of combining data from different sources to create a comprehensive 
profile of the individual using data from multiple sources. 
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i. Illegal Data Collection 

Increasingly, AI relies on unauthorized data collection practices, encompassing data scraping, unauthorized 
personal information gathering, and illegal surveillance [42]. This raises significant risks, from privacy breaches to 
data misuse and identity theft. An example was Cambridge Analytica's scandal, which involved improper data 
collection via an AI-driven app on Facebook. It harvested data from users and their friends without consent, 
affecting up to 87 million people. The data was used to create psychographic profiles and allegedly influence 
political campaigns, raising ethical concerns [43]. The real-world impact of such breaches extends beyond data 
misuse; they directly affect individuals' lives, their choices, and even the democratic processes they are part of, 
raising significant ethical and societal concerns. 

ii. Biometrics & Smart Home Devices 

Today, entities often misuse technologies like Facial Recognition, Surveillance, and Smart Home Devices for 
unauthorized data collection, bypassing necessary permissions. For instance, during the Hong Kong protests in 
2019, authorities used facial recognition technology for surveillance and crowd control, raising concerns about 
privacy, free speech, and civil liberties [44, 42]. In practical terms, this means individuals participating in peaceful 
demonstrations could face repercussions based on their identification through AI-powered surveillance systems, 
highlighting the real-world implications of these technologies on personal freedoms and democratic rights. 

In another case [45], Amazon's involved human contractors analyzing Alexa recordings without clear user 
consent, though no illegal data collection occurred. It prompted calls for transparency, user control, and informed 
consent in voice assistant technologies, leading to improved privacy settings and data information by tech 
companies. 

iii. Cross-referencing Data 

Organizations use AI techniques to cross-reference legally obtained datasets for personalized advertising, as 
seen with Facebook's ad targeting [46]. Facebook compiles extensive user profiles by collecting data from various 
sources, including online behavior tracking and third-party data integration. While this practice is legal, it has 
raised ethical concerns regarding user privacy due to the depth of ad targeting achieved through cross-
referencing. In daily life, this translates into a bombardment of targeted advertisements influencing individuals’ 
choices and behaviors without explicit consent. One solution to address this issue is the implementation of stricter 
regulations and transparency requirements governing the collection, aggregation, and use of personal data in 
advertising. Additionally, user-centric privacy controls and clear consent mechanisms should empower individuals 
to have more control over how their data is utilized for targeted advertising. 

b. Human Rights Implications 

As AI integration becomes increasingly pervasive in various aspects of society, it is paramount to assess the 
real-world impact of the ethical concerns it poses in terms of human rights, particularly in the areas of privacy, 
non-discrimination, accountability, labor rights, and equitable access to AI resources.  

The right to privacy, a fundamental human right, faces violations through AI systems that engage in non-
consensual data collection and facial recognition, suppressing freedom of expression. Non-discrimination, another 
crucial human right, is frequently compromised by AI systems [36, 38, 39, 40], as they inadvertently perpetuate 
biases rooted in historical data, often using race, sex, or other characteristics to justify violations of rights and 
opportunities. These violations have real-world consequences, impacting individuals' experiences and 
opportunities in various domains. Moreover, AI also poses challenges in terms of legal liability, as traditional 
notions of accountability hinge on human actions and intentions, raising complex questions when AI systems fail 
or display biases across various domains. These questions of accountability have practical implications, such as 
determining responsibility in AI-related incidents. 

Additionally, labor rights are potentially undermined by AI's advancement, particularly in terms of job 
displacement and economic security. While AI offers increased efficiency, it must be balanced with the 
preservation of employment and livelihoods for workers. As illustrated in [47], by the mid-2030s, one-third of all 
jobs could be automated, primarily impacting those with lower education levels. 
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Figure 2. % of Existing Jobs at a Potential Risk of Automation, [38] 

The rush to automate certain jobs and showcase AI capabilities can come at a human cost, affecting 
employment, income inequality, poverty, and social unrest. These impacts are felt in communities and economies, 
with potential far-reaching consequences. Jobs are not just about earning but also identity and social interaction. 
Ignoring the human aspects of work, including the sense of identity and social connections it provides, in the 
pursuit of AI-driven cost-cutting measures highlights the urgent need for ethical awareness in AI deployment. 
Replacing workers with AI should be approached with careful consideration of these humanitarian concerns, as it 
influences individuals' well-being and social fabric. 

Lastly, equitable access to AI is crucial, ensuring that AI's benefits are accessible to all, regardless of their 
background, socioeconomic status, or geographic location [48]. Unequal access can perpetuate educational 
inequalities among students, impacting future job prospects. It is tied to economic opportunity, employment rights, 
and even privacy rights, as AI-based surveillance might be unevenly deployed in different regions. These 
disparities in access and opportunity have real-world implications for education, economic prospects, and 
individual privacy, affecting the fabric of society.  

Labor rights and equitable access to AI are two categories of topics that are overlooked when it comes to the 
discussion of ethics in AI. In [49], this point is supported by the finding that the existing literature on ethical issues 
in AI rarely focuses on the topics of poverty, labor exploitation, and global inequality, despite being considered 
significant problems by some. Addressing these issues is essential to safeguard human rights in the age of AI, as 
they base principles of equality, non-discrimination, education, and economic opportunity, promoting a more just 
and inclusive society. 

CONCLUSIONS 

In this paper, a rigorous systematic literature review was conducted using the PRISMA methodology, delving 
into the ethical intricacies of artificial intelligence in various domains, with a focus on healthcare. The research 
revealed a myriad of ethical challenges, spanning from biased algorithms to privacy breaches and the nuanced 
implications on human rights. Through a comparative analysis, the universal nature of these issues was 
highlighted, transcending specific sectors like healthcare and transportation. The findings emphasize the pressing 
need for extensive ethical frameworks in AI development. As explored in the discussion, the existing ethical 
guidelines, while well-intentioned, often lack enforceability, rendering them somewhat futile in mitigating the 
challenges posed by AI technologies. The implications of our research extend beyond technological realms, 
infiltrating human rights, societal values, and individual privacy. Moreover, the paper’s analysis sheds light on the 
often-overlooked domains of labor rights and equitable AI access, emphasizing the importance of addressing 
these aspects in ethical AI discourse. As the era of AI moves forward, it is crucial for technologists, policymakers, 
and society at large to collaboratively navigate these ethical challenges. By fostering transparency, accountability, 
and inclusivity in AI development, it can be ensured that the impact of AI aligns with ethical principles, 
safeguarding the rights and well-being of all individuals. 
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